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## The Problem \& Motivations
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b \frac{\mathrm{~d}}{\mathrm{~d} t}+c & d
\end{array}\right)
$$

with sufficiently smooth $p, q, d: \mathbb{R}_{+} \rightarrow \mathbb{R}, p>0$ and $b, c: \mathbb{R}_{+} \rightarrow \mathbb{C}$.
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- Singular MDOs and related spectral problems are ubiquitous e.g. in stability problems of magnetohydrodynamics, fluid dynamics and astrophysics.
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## Open questions

Is it true that

- the singular part is always present if the Schur complement is in limit-point case at singular end-point?
- the regular and singular parts are always adjoined to each other?
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- The first Schur complement associated to

$$
\mathcal{A}-\lambda=\left(\begin{array}{cc}
A-\lambda & B \\
C & D-\lambda
\end{array}\right)
$$

is given by

$$
S(\lambda)=A-\lambda-B(D-\lambda)^{-1} C, \quad \lambda \notin \sigma(D) .
$$

Frobenius-Schur factorization:

$$
\mathcal{A}-\lambda=\left(\begin{array}{cc}
I & B(D-\lambda)^{-1} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
S(\lambda) & 0 \\
0 & D-\lambda
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
(D-\lambda)^{-1} C & 1
\end{array}\right) .
$$

- Essential spectrum in the scalar case: Consider in $L^{2}\left(\mathbb{R}_{+}\right)$,

$$
T=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+a_{1}(x) \mathrm{i} \frac{\mathrm{~d}}{\mathrm{~d} x}+a_{0}(x),
$$

$a_{j}: \mathbb{R}_{+} \rightarrow \mathbb{C}$ are smooth, regular, and $\lim _{x \rightarrow \infty} a_{j}(x)=c_{j} \in \mathbb{R}, \quad(j=0,1)$

$$
\sigma_{\text {ess }}(T)=\left\{\xi^{2}+c_{1} \xi+c_{0}: \xi \in \mathbb{R}\right\}
$$
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\Delta(t):=d(t)-\frac{|b(t)|^{2}}{p(t)}, \quad t \in[0, \infty)
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- The Schur complement is given by, for $\lambda \in \mathbb{C} \backslash \sigma(d)$,
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where

$$
\begin{aligned}
& \pi(\cdot, \lambda):=p-\frac{\left|b^{2}\right|}{d-\lambda}, \quad \rho(\cdot, \lambda):=-\frac{2 \operatorname{lm}(b \bar{c})}{d-\lambda}+\mathrm{i} \frac{\partial}{\partial t} \pi(\cdot, \lambda) \\
& \kappa(\cdot, \lambda):=q-\lambda-\frac{|c|^{2}}{d-\lambda}+\frac{\partial}{\partial t} \operatorname{Re}\left(\frac{\bar{b} c}{d-\lambda}\right)
\end{aligned}
$$
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(2) for all $\lambda$ outside of $\sigma_{\text {ess }}^{\mathrm{r}}(\mathcal{A})=\operatorname{cl}\{\Delta(\mathbb{R})\}$ and an exceptional set $\Lambda_{\infty}(d)$, establish

$$
\lambda \in \sigma_{\mathrm{ess}}(\mathcal{A}) \quad \Longleftrightarrow \quad 0 \in \sigma_{\mathrm{ess}}(S(\lambda))
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(3) characterize $0 \in \sigma_{\text {ess }}(S(\lambda))$ using the explicit description of the essential spectrum in the scalar case.

$$
\begin{aligned}
S(\lambda) & =-\pi(\cdot, \lambda) \frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}+\rho(\cdot, \lambda) \mathrm{i} \frac{\mathrm{~d}}{\mathrm{~d} t}+\kappa(\cdot, \lambda) \\
& =\pi(\cdot, \lambda)\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}+\frac{\rho(\cdot, \lambda)}{\pi(\cdot, \lambda)} \mathrm{i} \frac{\mathrm{~d}}{\mathrm{~d} t}+\frac{\kappa(\cdot, \lambda)}{\pi(\cdot, \lambda)}\right)
\end{aligned}
$$
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$$
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## Theorem (I. - Siegl - Tretter'15)

$$
\sigma_{\text {ess }}^{\mathrm{s}}(\mathcal{A}) \neq \emptyset \quad \Longleftrightarrow \quad \pi_{0}(\lambda)=\pi_{1}(\lambda)=0 .
$$

- earlier works concern special cases of classification in terms of $\pi_{0}(\lambda), \pi_{1}(\lambda)$ :
- in Kurasov, Lelyavin, Naboko (2008): $\pi_{0}(\lambda) \neq 0$ or $\pi_{0}(\lambda)=0, \pi_{1}(\lambda) \neq 0$.
- in Kurasov, Naboko (2003): $\quad \pi_{0}(\lambda)=\pi_{1}(\lambda)=0$;
- in Möller (2004): $\quad \pi_{0}(\lambda) \neq 0$;
- in Mennicken, Naboko, Tretter (2002): $\quad \pi_{0}(\lambda)=\pi_{1}(\lambda)=0$.
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$$
\text { In } L^{2}(0, R) \oplus L^{2}(0, R) \text {, consider }
$$
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- $R$ is the first zero of $\theta$.
- $\sigma_{\text {ess }}(\mathcal{A})=\{0\}$
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